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Abstract Researchers extensively studied the prediction of rainfall due to its signif-
icant impact on the environment and the daily lives of individuals. In this study, 
four LSTM models were applied to predict average monthly rainfall in India, and 
their performances are compared with a benchmark model found in the literature. 
Average monthly rainfall data for All-India from 1871 to 2016 was employed for 
training and testing the four LSTM models. The models are compiled using MSE 
loss function, and Adam optimization technique was employed as the optimizer. The 
performance of the four LSTM models was estimated using statistical metrics such 
as MAE and RMSE. This study found that more numbers of neurons and stacking 
the LSTM layers can improve the LSTM model performance. The LSTM Model_4 
achieved an RMSE of 245.30, whereas the existing benchmark model achieved an 
RMSE of 251.63. 
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1 Introduction 

Rainfall is the primary source of fresh water, and it significantly impacts every 
living organism on this earth. It also affects the transportation sectors, agriculture 
sectors and management of renewable energy. Accurate rainfall prediction is diffi-
cult due to the large number of parameters that affect rainfall [1]. Predictions of 
rainfall methods include physical, statistical and machine learning methods. Numer-
ical weather predictions are used in physical methods, but due to their computa-
tional resource and extensive data requirements, they are less feasible for predictions 
compared to other methods. In the statistical methods, the aim is to reveal the mathe-
matical relationship in the data. Auto regression (AR), moving average (MA), autore-
gressive integrated moving average (ARIMA) and easonal autoregressive integrated 
moving average (SARIMA) are commonly used statistical methods. Due to their
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capability for modeling linear and nonlinear data, support vector regression (SVR) 
and neural networks machine learning methods are widely adopted by researchers 
[1–3]. Recently, artificial neural networks including recurrent neural network (RNN), 
deep belief network (DBN), long short-term memory (LSTM), convolutional neural 
network (CNN) and convolutional long short-term memory (ConvLSTM) gained 
popularity among researchers. They were applied successfully for time-series predic-
tion, system health management, image recognition, natural language processing and 
other problems [4–6]. 

Rainfall prediction has been an active research area for many years. Prediction of 
rainfall can be categorized based on the methods applied for the prediction and the 
nature of data, such as meteorological variables, radar imagery or satellite imagery 
used to predict rainfall [7]. Reference [8] compared RNN and LSTM for the predic-
tion of rainfall in India using a univariate rainfall dataset. They found that LSTM 
performed better than the RNN model. In this study, four LSTM models are proposed 
for predicting monthly average rainfall in India, and the results were compared with 
[8]. All-India monthly average rainfall data for 1871–2016 was used to evaluate the 
proposed LSTM models. 

The paper’s organization is given as follows: Survey of literature is given in Sect. 2. 
The proposed work is discussed in Sect. 3. Section 4 contains the results, and Sect. 5 
outlines the conclusion and future directions. 

2 Survey of Literature 

In this part, we illustrate the prior investigations that have been done on fore-
casting rainfall in India. Predicting rainfall in India is usually conducted using the 
weather variables from the meteorological observations such as surface data, upper 
air observations and data observation from the ocean. 

References [9–12] evaluated stacked autoencoder to identify the predictor variable 
from multiple weather observations for predicting the summer monsoon in India. 
They implemented regression tree and decision tree coupled with bagging method 
to predict long-term monsoon in India and showed that their models outperformed 
the India Meteorological Department (IMD) model. 

Machine learning model to predict heavy rainfalls during the monsoon season 
in Mumbai and Kolkata using surface-level weather parameters, reanalysis data and 
IMD rainfall data was proposed by [13]. They reduced the features using a Stacked 
Autoencoder (SAE) and compared the performance of a support vector machine 
(SVM) with other neural network models. 

Reference [14] compared Intensified-LSTM with Holt-Winters, RNN, extreme 
learning machine (ELM), LSTM and ARIMA models for the prediction of rainfall 
in India. Meteorological factors such as temperature , humidity, wind speed, evap-
otranspiration and sunshine data are used for rainfall prediction in the Hyderabad 
region.
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Reference [15] used LSTM deep learning method and sequence-to-
sequence (Seq2Seq) method to identify the break and active monsoon period in the 
central parts of India. The authors’ used daily rainfall from June to September (1948– 
2014) and compared their proposed models with SVM and K-Nearest Neighbor 
(KNN). They found that LSTM and sequence-to-sequence outperformed SVM and 
K-Nearest Neighbor methods. 

ConvLSTM with Salp-Stochastic gradient descent (S-SGD) algorithm was imple-
mented by [16] to forecast precipitation levels in India using all-India rainfall data 
and Tamil Nadu state rainfall data during 1901–2015. They compared S-SGD-
based ConvLSTM with ConvLSTM, cluster-wise linear regression (CLR) technique, 
multilayer perception (MLP) classification algorithm and dynamic self-organizing 
multilayer network inspired by the immune algorithm (DSMIA). 

Reference [8] study an LSTM model for predicting monthly rainfall and explored 
multiple time lags to find the best performing model. They compared the LSTM 
method with recurrent neural network and applied the models on the Indian homo-
geneous areas to study the performance of the models. They found that LSTM model 
achieved better outcome than the RNN model for the prediction of rainfall. They also 
observed that 12–15 previous time lags produced better results than other time lags. 

In this paper, we compared four LSTM models by varying the number of layers 
and compared the predicted outcome of the models with [8]. 

3 Proposed Work 

3.1 Study Area and Data Source 

We collected the all-India monthly rainfall data from the Indian Institute of Meteo-
rology (IITM), Pune [17]. This dataset consists of area-weighted all-India average 
monthly, seasonal and annual rainfall. The dataset was prepared by [18] from 1871 
to 1990 and later updated by [19] for the period of 1991–2016. They used thirty (30) 
sub-divisional rainfall out of the thirty-six (36) sub-divisions shown in Fig. 1 for 
preparing this dataset by considering each rain gage station in the sub-divisions.

Figure 2 demonstrates the mean precipitation each month in India from 1871 to 
2016 in 10th of mm, and the dataset consists of 1752 months of rainfall data. The 
statistical description of the dataset for all-India is given in Table 1. The monthly 
mean rainfall for all-India is 904.94 and a standard deviation of 951.71. The minimum 
rainfall is 3, whereas the maximum rainfall is found to be 3460. In this study, four 
LSTM models are trained the using this dataset.
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Fig. 1 Meteorological sub-divisions of India. Source IITM

Fig. 2 Average monthly rainfall in India (1871–2016)

3.2 Data Preprocessing 

Training and testing data 

We separate the rainfall information into two that is for training and for evaluating 
the performance of the models. For the purpose of this research, 70% of the available 
information was utilized for the training of the models, and the remaining 30% of 
the data was employed to evaluate the models’ capability in predicting the monthly 
rainfall.
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Table 1 Statistical 
description of all-India 
average monthly rainfall data 
(1871–2016) 

Region All-India 

No. of samples 1752 

No. of features 1 (rainfall) 

Rainfall (in 10th of mm) Mean 904.94 

Standard deviation 951.71 

Minimum 3 

Maximum 3460 

25th percentile 146.75 

50th percentile 425.0 

75th percentile 1632.5

Normalization 

To improve the models’ prediction performance, we employed the Min–Max normal-
ization method in the range of 0–1 using the formula given in (1). To prevent infor-
mation leakage from training data to testing data, the coefficients are estimated using 
the training dataset only. However, the final predicted data are inverse-transformed 
to get the prediction to the original scale. 

d ′ = dmin + (dmax − dmin) +
(

x − xmin 

xmax − xmin

)
(1) 

The normalized value d ′ is calculated using (1) given above. In this equation, 
dmin and dmax are the minimum and maximum values of the data (i.e., 0 and 1, 
respectively). The symbol x denotes the value to be scaled and, xmin and xmax are the 
minimum and maximum values of x . 

3.3 LSTM 

LSTM was introduced to solve the issue of vanishing gradient problem in RNN [20]. 
LSTM networks have the ability to identify interconnections that span extended time 
periods within a given dataset, and it has been applied by many researchers in time-
series forecasting. This includes a recent study by [21], where they applied LSTM 
for the prediction of the stock closing price using investors’ emotional tendencies. 
Unlike traditional neural networks that have neurons, LSTM consists of memory 
blocks. The memory block can be connected in multiple layers, and each block 
consists of a memory cell and three gates to regulate the cell state. 

The basic architecture of LSTM shown in Fig. 3 is made up of three types of gates: 
forget gate, whose function is to decide which information to retain or reject; the 
input gate to select which input data is to be used for updating the state of memory
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Fig. 3 Basic architecture of LSTM block [23] 

cell and the output gate to control the value to output using the value of the input and 
the memory state [22]. 

The input sequence received by an LSTM block is passed to the gates, where each 
gate uses an activation function to decide whether it should activate or not. The gates 
also have a weight whose value can be learned during the training stage. 

The LSTM unit consists of a cell, called the memory unit that has a state ct at time 
t. The gates of an LSTM, the input gate it , forget gate f t and the output gate ot controls 
the state of the memory unit. A gate also determines the amount of information that 
passes through, and it is a fully-connected neural network layer that is triggered using 
a sigmoid function and element-wise multiplication [24]. The following Eqs. (2)–(7) 
show the flows of information and the working mechanism of the gates: 

ft = σ
(
W f .

[
ht−1xt

]
+ b f

)
(2) 

it = σ
(
Wi .

[
ht−1xt

]
+ bi

)
(3) 

C ′
t = tanh

(
Wc.

[
ht−1xt

]
+ bc

)
(4) 

Ct = ft ∗ Ct−1 + it ∗ C ′
t (5) 

ot = σ
(
Wo. =

[
ht−1xt

]
+ bo

)
(6) 

ht = ot ∗ tanh(Ct ) (7)
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The forget gate ft , input gate it and output gate ot values are in the range of 0–1, 
and they are an output of the sigmoid function σ . Ct−1, C ′

t and Ct represents the old 
state of the cell, the new candidate value of the cell and the new cell state, respectively. 
ht is the output of the LSTM block at time t. W f , Wi , Wc and Wo are the weight 
matrices, and b f , bi , bc and bo are called bias vectors. The * sign indicates element-
wise multiplication of two vectors, and an element-wise nonlinear logistic sigmoid 
and hyperbolic tangent activation functions are written as σ and tanh, respectively. 

3.4 Model Development 

In this study, four LSTM models were developed for forecasting the average monthly 
rainfall in India. The compared LSTM models are labeled as Model_1, Model_2, 
Model_3 and Model_4. The number of past time intervals and the quantity of LSTM 
cells utilized for the models were identified through experimentation. The number 
of epochs is tested to the maximum until the data overfits the model and that outputs 
lowest root mean squared error (RMSE) and mean absolute error (MAE) values. 

The LSTM models were constructed using the Adam as the optimization algo-
rithm and mean squared error (MSE) as the loss function. The initial weights are 
chosen randomly in each execution. Due to the stochastic nature of the algorithm, 10 
repetitions were performed on each model, utilizing the same training and evaluation 
dataset. The average of the ten outputs was calculated to find the final performance 
of the model. 

Model_1 consists of LSTM with one hidden layer with fifty cells and a dense 
output layer with a single neuron. In Model_2, one hidden dense layer is added to 
the model, and thus the model consists of one hidden LSTM and dense layer. The 
hidden LSTM layer has 10 cells, the hidden dense layer consists of 10 neurons, and 
the output layer is a dense layer with a single neuron. Model_3 comprises two hidden 
Stacked LSTM layers and a dense output layer. Both the LSTM layers have 10 cells, 
and the dense output layer has one neuron. In Model_4, there are two LSTM hidden 
layers with 12 cells each, one hidden dense layer with 12 neurons. The summary of 
the four LSTM models is given in Table 2. 

Table 2 Summary of LSTM models under study 

LSTM model Input timesteps Model architecture Epochs 

RNN [8] 20 RNN (1)—Dense (1) 500 

LSTM [8] 20 LSTM (1)—Dense (1) 500 

Model_1 12 LSTM (50)—Dense (1) 400 

Model_2 24 LSTM (10)—Dense (10)—Dense (1) 500 

Model_3 24 LSTM (10)—LSTM (10)—Dense (1) 500 

Model_4 28 LSTM (12)—LSTM (12)—Dense (12)—Dense (1) 500
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3.5 Performance Metrics 

The performance of the LSTM models was assessed by employing statistical param-
eters like MAE and RMSE. A lower error score of MAE and RMSE indicates better 
performance of the model. The final MAE and RMSE values for a single model were 
calculated using the average of ten MAE and ten RMSE outputs. Equations (8) and 
(9) show the formula for calculating MAE and RMSE. 

MAE =
(
1 
n 

n∑

i=1

∣∣yi − ŷi
∣∣
)

(8) 

RMSE = 

√√√√1 
n 

n∑

i=1

(
yi − ŷ

)2 (9) 

where yi is the ith observed rainfall, ŷi is the ith rainfall predicted by the model and 
the total number of observed monthly rainfalls is denoted by n. 

4 Results and Discussion 

Accurate prediction of rainfall is a crucial task due to its influenced in the fields 
of farming, transportation sectors, disaster management and the daily lives of every 
living organism. This investigation assessed the effectiveness of four LSTM models 
Model_1, Model_2, Model 3 and Model_4 for the prediction of average monthly 
rainfall in India by comparing the impact of increasing LSTM layers. The rainfall 
data was collected from the Indian Institute of Meteorology (IITM), Pune (IITM 
Data Archival, 2022). The performance of the studied models- Model_1, Model_2, 
Model 3 and Model_4 are also compared with the RNN and LSTM model proposed 
by (Kumar, Singh, Samui, & Jha, 2019). MAE and RMSE are utilized to assess the 
correctness of the forecasts generated by the models. The number of input-timesteps, 
no. of epochs and no. of cells for each model are find using trial and error method. The 
MAE and RMSE are calculated using the default formula provided in the scikit-learn 
package. 

The summary and architectures of the studied LSTM models are shown in Table 
2. The comparative performance of the RNN and LSTM model by [8] and the studied 
models are presented in Table 3. The proposed models’ parameters, such as no. of 
input timesteps and no. of epochs, are found using the trial-and-error method. The 
RMSE of the proposed LSTM models Model_1, Model_2, Model_3 and Model_4 
achieved lower RMSE values compared to the RNN and LSTM models found in the 
literature [8]. However, the higher values in MAE could be due to the difference in 
the formula used in this study. The plot of the MSE loss for the LSTM models during 
the training and validation is shown in Fig. 4.
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Table 3 Performance analysis of proposed LSTM models for the prediction of rainfall 

LSTM 
model 

Input timesteps No. of epochs Loss function Optimizer MAE RMSE 

RNN [8] 20 500 MSE SGD 279.6 261.7 

LSTM [8] 20 500 MSE SGD 169.35 251.63 

LSTM 
Model_1 

12 400 MSE Adam 174.35 250.47 

LSTM 
Model_2 

24 500 MSE Adam 170.60 246.36 

LSTM 
Model_3 

24 500 MSE Adam 169.89 246.48 

LSTM 
Model_4 

28 500 MSE Adam 168.64 245.30 

Fig. 4 Performance (MSE) Plot of LSTM models for training and validation
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Fig. 5 Prediction result of Model_1 

Among the proposed LSTM models, Model_4 has achieved the lowest RMSE 
value, 245.30 compared to Model_1: 250.47, Model_2: 246.36 and Model_3: 246.48. 
Analysis of the performance metrics of each model also shows that including more 
previous timesteps also leads to better model performance. The plot of the prediction 
results for Model_1, Model_2, Model_3 and Model_4 is shown in Figs. 5, 6, 7 and 
8. From this figure, it can also be observed that Model_4 generalized the testing data 
more accurately compared to other models. 

Fig. 6 Prediction result of Model_2 

Fig. 7 Prediction result of Model_3
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Fig. 8 Prediction result of Model_4 

5 Conclusions 

This study applied four LSTM models to predict monthly average rainfall in India 
during 1871–2016. The achievement of the four LSTM models was estimated using 
statistical metrics such as MAE and RMSE. LSTM Model_4 has achieved the 
lowest RMSE value of 245.30 compared to Model_1: 250.47, Model_2: 246.36 
and Model_3: 246.48. This shows that stacked LSTM can predict rainfall series, and 
increasing the timesteps also improved the model’s performance. The LSTM models 
in this study are also compared with the RNN and LSTM models of [8], and they all 
achieved lower RMSE. This shows that using more numbers of neurons and stacking 
the LSTM layers can improve the model performance. Future work will focus on 
finding the prediction performance of Bi-LSTM and different optimizers for further 
improvement of the prediction performance. 
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