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Abstract— Prediction of rainfall is a difficult task because of 
the high volatility and complicated nature of the atmospheric 
data. Recently, various deep learning methods were successfully 
applied to forecast rainfall. We survey papers that employ deep 
learning techniques to predict rainfall using meteorological 
data. The papers are examined in terms of the deep learning 
methods applied, location of the study area, types of metrics and 
software used for implementing the model and, year-wise 
publication of the papers. From the surveyed papers, we found 
that deep learning methods can be applied successfully for 
rainfall prediction and they are found to be superior than the 
traditional machine learning methods and shallow neural 
network models. We also provide future directions for research 
in the area of rainfall prediction. 
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I. INTRODUCTION 
Accurate rainfall prediction is necessary because of its 

impact in the fields of agriculture, transportation, water 
supply, renewable energy management and, various activities 
of human beings. As rainfall prediction depends on multiple 
environmental factors, it is a challenging task [1]. Rainfall 
prediction methods can be categorized into physical methods, 
statistical methods, and machine learning techniques. Physical 
methods are models that are implemented using numerical 
weather prediction. Physical methods have a drawback 
because they require large computational resources and large 
data requirements for calibrating the model. On the other 
hand, the statistical model aims to uncover the mathematical 
relationship between online time-series problems. 
Autoregressive Integrated Moving Average (ARIMA), 
Multiple Regression and, Linear Regression (LR) are 
commonly used in statistical modelling. For many years 
researchers have applied machine learning models for 
prediction of rainfall [1]–[5]. Support Vector Machine (SVM) 
and neural network model such as Artificial Neural Network 
(ANN) are commonly used machine learning models for 
rainfall prediction. A type of Machine learning model called 
Deep learning model implement deep structure in its 
architecture. It is a composition of several processing layers to 
learn the data representations using multiple level of 
abstraction [6]. Deep learning methods are employed 
successfully in the area of forecasting, classification problem, 
image and natural language processing, speech recognition, 
object detection, etc. [7]–[14]. 

Rainfall forecasting has been an active area in literature. 
Several survey papers that applied machine learning models 
in forecasting rainfall and other weather parameters have been 
published. [15] presented an overview of various 
computational intelligence tools for weather prediction aiming 

on how the neural networks can predict various weather 
phenomena such as temperature, tidal level, rainfall, and 
flood. A survey of satellite-based rainfall prediction technique 
was presented by [18]. [19] presented a study of statistical 
methods and data mining techniques for the prediction of 
rainfall. [20] provided a critical study of papers published 
from 2013 to 2017 for rainfall prediction based on data mining 
techniques. Recently, there is an increasing interest in the use 
of deep learning for rainfall prediction, however there is a lack 
of survey papers that focused on rainfall prediction using deep 
learning methods. Thus, the purpose of this paper is to fill this 
gap and study the papers that used deep learning methods for 
the prediction of rainfall. We classify the papers based on the 
nature of data used to train and test the deep learning models. 
We study the types of metrics and software used, yearly trends 
of the papers published, the location of the case study, and the 
type of deep learning methods applied for the prediction. 
Furthermore, we also discuss the performance of deep 
learning models compared to machine learning models and the 
potential future research directions. 

This paper is organized as follows. Section II discusses the 
methodology for conducting the survey. In section III, we 
summarized the deep learning methods applied for the 
prediction of rainfall. Section IV presents the result and 
discussion and in section V we mention the future directions. 
Finally, the conclusion is given in section VI. 

II. METHODOLOGY 
The process of this survey consists of the following steps: 

(a) Collection of papers with a focus on the use of deep 
learning methods for rainfall prediction (b) detailed survey 
and analysis of the collected papers.  

In the first step, well-known digital libraries such as 
ScienceDirect, IEEE Xplore, Springer, and Google Scholar 
were searched for Journal articles and Conference paper using 
the combination of keywords given below: - 

[“deep learning” OR “machine learning”] AND [“rainfall” 
OR “precipitation] AND [“forecasting” OR “prediction”] 

Using the search criteria given above, 246 papers were 
collected. The collected papers were screened and 45 papers 
were selected for the detailed study after applying the 
following inclusion criteria: - 

1) Papers published from January 2015 to June 2020 
2) Papers from peer-reviewed journals and conferences. 
3) Papers that predict rainfall 
4) Papers that used deep learning methods 
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In the second step, 45 papers selected from the above steps 
were studied in detail. The following research questions were 
considered while surveying the selected papers: 

1) Which deep learning methods were used for rainfall 
predictions? 

2) Which metrics were used for evaluating the 
performance of the method? 

3) What are the sources of datasets used in the papers? 
4) What parameters are used for training? 
5) Does deep learning provide better prediction 

compared to other methods? 

III. APPLICATIONS OF DEEP LEARNING IN RAINFALL 
PREDICTION 

In this paper, we categorized the rainfall forecasting task 
based on the type of data used for training and evaluation of 
the models. We classify the type of data as weather parameter 
data, radar image data, and satellite image data. Out of 45 
papers surveyed, 26 papers used weather parameters, 13 
papers used radar images, and 6 papers used satellite images 
for training and testing the models. 

A. Rainfall prediction using weather parameters 
In this section, we present the papers that used weather 

parameters collected using Meteorological Observation 
Stations such as surface observation, upper air observation, 
and ocean observation. Table I summarized the papers that 
used weather parameters for the prediction of rainfall. The 
deep learning methods used, compared methods, framework 
used, country, temporal resolution, and metrics for evaluating 
the models were also given in the table. 

(Saha et al., 2016, 2017, 2021) identified the predictors for 
early-late Indian summer monsoon, monsoon in the 
homogeneous regions of India, and aggregate Indian summer 
monsoon using a deep learning method called stacked 
autoencoder. The identified predictors are used for the long-
term forecast of monsoon using machine learning models such 
as Regression Tree with Bagging algorithm (RegTreeB) and 
Decision Tree with Bagging algorithm (DecTreeB). The 
proposed prediction models are compared with Indian 
Meteorological Department (IMD) monsoon prediction 
models. Results of the study showed that the proposed 
prediction models with the identified monsoon predictors 
outperformed the compared IMD models. 

[24] used a deep learning technique called Denoising 
Autoencoder (DAE) and a Multilayer Perceptron (MLP) for 
predicting the next day's rainfall. The autoencoder extract 
non-linear features from the input meteorological data and the 
MLP network is used for classification and prediction. The 
authors compared the proposed model with MLP, naive 
approach, Back Propagation network (BP), Layer Recurrent 
Network (LRN), Cascaded Back-Propagation (CBP), 
Ensemble Empirical Mode Decomposition (EEMD), and 
Feed-forward Neural Networks (FNN). The result showed that 
the proposed method achieved lower Mean Squared Error 
(MSE) and Root Mean Squared Error (RMSE) than the 
compared methods. 

[25] predicted heavy rainfalls during the monsoon season 
(June, July, August, and September). Due to a huge set of 
features, Stacked Autoencoder (SAE) was used as a tool for 
feature reduction. The reduced features are then used for the 
classification of heavy rainfalls using a cost-sensitive SVM. 

The proposed SAE-SVM and Stacked Autoencoder Neural 
Network (SAE-NN) model was compared with Stacked 
Autoencoder - Anomaly Frequency Method (SAE-AFM), 
Principal Component Analysis- Support Vector Machine 
(PCA-SVM), and Fisher Linear Discriminant Analysis 
(LDA). Results showed that the proposed model is better for 
heavy rainfall prediction. 

[26] proposed Deep Belief Network for Precipitation 
Forecast (DBNPF) for short-term rainfall forecasting. The 
authors compared the DBNPF with Radial Basis Function 
(RBF) neural network, SVM, ARIMA, Extreme Learning 
Machine (ELM), and SAE models. [27] also implemented 
DBNPF model for predicting rainfall in four areas of China 
such as Zunyi of Guizhou Province, Hezuo of Gansu 
Province, Jinan of Shandong Province, and Changchun of Jilin 
Province. In both the papers, the research results suggested 
that the DBNPF model is better than the other models. 

Echo State Networks (ESN) and Multi-Gene Genetic 
Programming (MGGP) were proposed by (Ouyang and Lu, 
2017) to forecast monthly rainfall. The proposed models were 
compared with the Support Vector Regression (SVR) method 
for 1-, 3- and 6-months lead time. The authors also compared 
the performance of Wavelet Transform (WT), Singular 
Spectrum Analysis (SSA), and Ensemble Empirical Mode 
Decomposition (EEMD) for pre-processing of data. Among 
the forecasting models, ESN outperformed SVR and MGGP, 
and SVR was better than MGGP. However, all three models 
were found to be suitable for monthly rainfall forecasting. 
Among the data pre-processing methods, WT was a good 
technique for forecasting short-term rainfall whereas, SSA 
performed better for forecasting of long-term rainfall. EEMD 
showed the poorest performance compared to WT and SSA. 
The best-performing model (SSA-ESN) can forecast rainfall 
up to 2 years lead time with acceptable accuracy. 

[29] predicted short-term rainfall using the features 
collected from a network of rain gauges. Deep Convolutional 
Neural Network (CNN) was used for extracting features from 
the input data and a fully connected layer for the prediction 
task. The authors compared the proposed multi-task CNN 
method with Quantitative Precipitation Forecast (QPF), LR, 
MLP, AE-MLP, Long Short-Term Memory (LSTM), CNN, 
Multi-task MLP, and Multi-task Recurrent Neural Network 
(RNN). Experimental results showed that the proposed model 
significantly outperformed the compared models. 

[30] applied deep learning model called Deep Belief 
Network (DBN) for precipitation forecasting. DBN was 
compared with SVM and SVM based on different 
optimization algorithms such as Particle Swarm Optimization 
(PSO). The time consumed by DBN was lower than the SVM 
methods, and it was founded that SVM methods can be used 
for small datasets whereas the DBN method can be used for 
large-scale datasets. 

Very Short-Term precipitation forecasting was studied by 
[31] and compared the performance of Deep Neural Network 
(DNN) with SVM, XGBoost (XGB), Random Forest (RF), 
and Random Prediction (RP) methods. Among the compared 
methods, DNN yields the highest accuracy for rain prediction. 

[32] investigated the capability of DNN to predict monthly 
rainfall. After testing different hidden layers and hidden 
nodes, the authors considered 5 hidden layers with 128 nodes 
in each layer for the DNN model. Based on the results, the 
DNN model was found to be appropriate for forecasting 
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monthly rainfall with a one-month lead time. The accuracy of 
the model was decreased when increasing the lead time. 

[33] compared the performance of LSTM with MLP and 
Seasonal Neural Networks (SNN) for predicting rainfall. The 
result of the experiment suggested that LSTM was better in 
terms of performance than the compared methods. The 
authors stated that LSTM can be a promising model for 
estimating precipitation. 

[34] applied LSTM for forecasting monthly rainfall and 
explores the selection of optimal time lag for the model. The 
LSTM model was compared with RNN and it was tested on 
various homogeneous regions of India. The study observed 
that the LSTM model outperformed the RNN model for 
different fitness measures and 12 to 15 antecedent rainfall 
events provide more valuable information. 

[35] developed a deep neural network composed of 
convolutional layers and an LSTM network for improving 
Monsoon precipitation prediction. The convolutional layers 
were used to extract spatial features of the raw input data, 
which was then fed to the LSTM networks. The effectiveness 
of the predictors was studied and the geopotential height was 
found to be the most important predictor. The proposed 
Convolutional Long Short-Term Memory (ConvLSTM) 
model was compared with Quantile Mapping (QM) method, 
SVM, and CNN and the precipitation estimate given by the 
ConvLSTM network was found to have the highest 
performance.   

[36] proposed the identification of break and active 
monsoon spells for the central region of the Indian 
subcontinent using LSTM and Sequence-to-
Sequence (Seq2Seq) models. The Seq2Seq model consists of 
two LSTM units, a dense soft-max layer, and an attention 
mechanism. The authors classified each day as dry, wet, or 
normal day. Then the collection of classification at daily scale 
was used to detect the break or active monsoon spells. Daily 
rainfall from June to September (1948 - 2014) was considered 
for detection of monsoon spells. The proposed models were 
compared with SVM and K-Nearest Neighbor (KNN) and it 
was observed that both LSTM and Seq2Seq performed better 
than SVM and KNN. Additionally, the Seq2Seq model was 
found to be superior to LSTM for detecting monsoon spells. 

[37] used Echo State Networks (ESN) and DeepESN to 
predict rainfall using meteorological data. The study was 
conducted in the area of Southern Taiwan. The authors 
compared the performance of the proposed models with Back 
Propagation Network (BPN) and SVR. To find the most 
important parameter to predict rainfall, the authors used the 
Principal Component Analysis (PCA) method. Rainfall, 
pressure, and humidity are found to be the most important 
parameters. The experimental result showed that the 
correlation coefficient for the ESN and DeepESN is greater 
than BPN and SVR model. It was also found that DeepESN 
was more accurate and has the best performance than the 
compared models.  

[38] proposed a cascading deep learning method to 
classify rain/no-rain and to predict the amount of rainfall. 
CNN was used as a classification model to classify rain or no-
rain and using the classified rain class Gated Recurrent Unit 
(GRU) was used to predict the amount of rainfall. Focal loss 
with sigmoid activation was used by the authors to prevent 
bias to non-rain class. The proposed cascaded model was 
compared with Autoregressive Integrated Moving Average 

(ARIMA), Autoencoder Multilayer Perceptron (AE-MLP), 
Multitasking Convolutional Neural Network (MT-CNN), 
Multitasking Gated Recurrent Unit (MT-GRU). For a single 
time-step, the proposed model provides a lower Root Mean 
Squared Error (RMSE) than the compared models. In the case 
of a multi-step model with a rolling mechanism to forecast the 
next 6-time steps, the proposed model is found to be useful but 
limit accuracy. 

[39] proposed Intensified LSTM for the prediction of 
rainfall. To solve the issue of the LSTM vanishing gradient 
problem, the authors modified the LSTM by multiplying the 
input value with the sigmoid function in the input gate and the 
tanh function in the candidate vector. This reduced the training 
time of the network which in turn caused a high learning rate 
and reduced the losses. The proposed Intensified LSTM 
model was compared with Holt-Winters, Extreme Learning 
Machine (ELM), ARIMA, Recurrent Neural Network (RNN 
with Rectified Linear Unit (ReLU), RNN with Sigmoid Linear 
Unit (SiLU), and LSTM models. Experimental results showed 
that the accuracy of the proposed model outperformed the 
compared models. 

[40] developed two LSTM based models, Wavelet Long 
Short-Term Memory (WLSTM) and CLSTM to forecast 
streamflow and rainfall. WLSTM is a hybrid model composed 
of LSTM and wavelet transform and CLSTM is composed of 
CNN and LSTM. WLSTM and CLSTM models were 
compared with three layers MLP and LSTM. Results showed 
that WLSTM and CLSTM outperformed LSTM and MLP for 
both stream fall and rainfall forecasting. The forecasting 
accuracy of LSTM was improved using the wavelet transform 
and convolutional layers. 

[41] adopted a deep learning model called LSTM and K-
Means clustering method. The data samples were first divided 
into four categories using the K-means clustering method 
followed by building the models using LSTM for the different 
data types. The proposed model was compared with 
Frequency matching, Linear regression, SVM, and DBN 
using RMSE and Threat Score (TS). The proposed model was 
found to reduce the RMSE effectively and it improved the TS 
of light and heavy rain. 

[42] constructed and trained a deep CNN model for severe 
convective weather such as heavy rain, hail, convective gusts, 
and thunderstorms. The authors constructed two databases 
based on Severe Convective Weather (SCW) observations and 
NCEP final (FNL) analysis data. The proposed CNN model 
was compared with Logistic Regression (Logit Reg), Random 
Forest (RF), Support Vector Machine (SVM), and Multilayer 
Perceptron (MLP). Results showed that the deep CNN model 
outperformed the compared traditional machine learning 
algorithms in SCW forecasting over China. 

ConvLSTM tuned using the Salp-Stochastic Gradient 
Descent (S-SGD) algorithm was proposed by [43] for the 
prediction of rainfall in India. S-SGD algorithm is a hybrid of 
Salp Swarm Algorithm (SSA) and Stochastic Gradient 
Descent (SGD) algorithm and they are used to select the 
optimal weights of the ConvLSTM model. The authors 
implemented the MapReduced framework to deal with a large 
amount of data in parallel. The performance of the model was 
compared with ConvLSTM, Clusterwise linear regression 
(CLR), MLP, and Dynamic Self-organizing Multilayer 
Network Inspired by the Immune Algorithm (DSMIA). It is 
found that the proposed model S-SGD based ConvLSTM  
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TABLE I. SUMMARY OF PAPERS WHICH PREDICT RAINFALL USING WEATHER PARAMETERS 

Author Methods Comparison Framework Country Resolution Metrics 
[25] SAE-SVM, SAE-NN SAE-AFM,  PCA-SVM,  

Fisher LDA 
- India Daily, 6-hours - 

[24] DAE, MLP MLP, Naïve, BPN, LRN,  
CBP, EEMD, FFNN 

Theano  Colombia Daily MSE, RMSE 

[66] SAE, RegTreeB IMD Models - India Monthly - 
[21] Sparse AE, RegTreeB, 

DecTreeB 
IMD Models - India Monthly MAE 

[28] ESN, MGGP SVR MATLAB China Monthly RMSE, MAE, NSE 
[29] MT-CNN LR, MLP, AE-MLP, LSTM, 

CNN,  
MT-MLP, MT-RNN, ECMWF 

PAI Colombia 
China 

Daily MSE, CSI, CORR  

[22] SAE, RegTreeB IMD Models MATLAB India Monthly MAE  

[26] DBNPF RBF, SVM, ARIMA, ELM, 
Sparse AE 

MATLAB China Daily MAE, RMSE 

[33] LSTM MLP, SNN MATLAB, 
Python 

Vietnam Monthly CORR, R, RMSE, MAE 

[30] DBN SVM, PSO-SVM Theano China 3 hours - 
[32] DNN - Tensorflow Thailand Monthly SEF 

[31] DNN SVM, XGB, RF, RP Chainer Japan 10 minutes recall, F-score 

[27] DBNPF SVM, RBF, ARIMA, ELM MATLAB China 
 

MAE, RMSE 

[34] LSTM RNN Keras India Monthly RMSE, CORR, NSE, MAE 

[67] CNN-GRU ARIMA, AE-MLP, CNN,  
MT-GRU,CNN-GRU 

 
Thailand Hourly F1 score,RMSE 

[43] S-SGD-based 
convLSTM 

convLSTM, CLR, MLP, DSMIA MapReduce 
framework  
MATLAB  

India Monthly, 
Quarterly,  
Yearly 

RMSE, NSE, R2 

[35] ConvLSTM QM, SVM, CNN Tensorflow China Daily NSE, RB 

[40] WLSTM, CLSTM MLP, LSTM 
 

China Monthly RMSE, Accuracy  

[39] Intensified LSTM Holt–Winters,ELM, ARIMA 
RNN-Relu, RNN-Silu, LSTM 

Keras India 
 

RMSE, TS 

[36] LSTM, 
Seq2Seq model 

SVM, K-NN 
 

India Daily Precision, Recall, 
Accuracy, F1-score  

[37] ESN, DeepESN BPN, SVR, ECMWF MATLAB Taiwan Hourly RMSE, NRMSE, TS 
CORR, POD, FAR,   

[41] LSTM LR, SVM, DBN Python  China 
 

MSE, PRD  

[42] CNN Logit Reg,RF, SVM, MLP  
 

China 6 hours TS,ETS, POD,FAR 

[45] MIMO‐LSTM,  
MISO‐LSTM, 
MIMO‐TCN,  
MISO‐TCN, 

SR, SVR, RF, ARIMA, VAR,  
VECM, AFE, WRF-NWP 

Keras 
 

3 hours TS, ETS, POD, FAR 

[44] Stacked LSTM ANN, GRU - Australia 30 secs,  
15 mins 

RMSE, MAE, R2,CV,Bias 

[23] SAE, RegTreeB, 
DecTree 

IMD Models  - India   MAE 

outperformed the compared models in terms of Percentage 
Root mean square Difference (PRD) and Mean Squared Error 
(MSE). 

[44] designed a deep learning model based on a two-layer 
LSTM model and trained the model using a disdrometer-
derived dataset. The model was then applied to improve 
rainfall estimation using Commercial Microwave Link (CML) 
data. Based on the attenuation of the transmitted 
electromagnetic signal as it passed through the rain, rainfall 
was estimated using CML networks. The authors compared 
the LSTM model with GRU and ANN. The results showed 
that GRU performed better than LSTM in terms of relative 
bias, whereas the LSTM model performed slightly better than 

GRU and much better than ANN in terms of RMSE, Mean 
Absolute Error (MAE), Coefficient of Determination (R2), 
and Coefficient of Variation (VC). 

[45] proposed LSTM and Temporal Convolutional 
Networks (TCN) for short-term forecasting of rainfall using 
10 surface weather parameters. They compared the 
performance of the models with Standard Regression (SR), 
SVR, RF, ARIMA, Vector Auto Regression (VAR), Vector 
Error Correction Model (VECM), and Arbitrage of 
Forecasting Expert (AFE) models. Two regression models 
namely Multi-Input Multi-Output (MIMO) and Multi-Input 
Single-Output (MISO) were proposed to evaluate the 
proposed models. MIMO-LSTM and MISO-LSTM 
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outperformed the compared models and they were selected as 
the proposed model. Since MISO-LSTM and MIMO-LSTM 
do not produce much difference and due to easily handle and 
less time and power consumption MIMO-LSTM was selected 
for further analysis. Then, the author compared the MIMO-
LSTM with Weather Research and Forecasting - Numerical 
Weather Prediction (WRF-NWP) model and found that 
MIMO-LSTM provides better prediction up to 12 hours. 

B. Rainfall prediction using Radar image 
To increase the spatial coverage and resolution of the data, 

radar images are widely used by researchers to predict rainfall. 
In Table II we summarized the papers that used radar images 
for the prediction of rainfall. [46] proposed convolutional 
LSTM (ConvLSTM) for short-term rainfall prediction. The 
authors extended the Fully Connected LSTM (FC-LSTM) by 
incorporating convolutional structures in the input-to-state 
and state-to-state transitions. ConvLSTM is compared against 
FC-LSTM and the Real-time Optical flow by Variational 
methods for Echoes of Radar (ROVER). The FC-LSTM does 
not perform very well due to the spatial correlation in the radar 
data. ROVER is found to give a sharper prediction, but it 
triggers more False alarms and is found to be less precise than 
ConvLSTM. The authors concluded that ConvLSTM is better 
in capturing the spatiotemporal correlations and it also 
provides better predictions than the ROVER algorithm. 

[47] predicted short-term precipitation using 
Convolutional Long Short-Term Memory (convLSTM) using 
the radar data. Hyper-parameter search was performed using 
Spearmint to select the convolutional kernel size, the number 
of convolutional filters, learning rate, and momentum. The 
results show that the standard encoder-decoder method is 
more successful in Probability of Detection (POD) and 
Critical Success Index (CSI) and only a slight increase in false 
alarm over the attention model. 

[48] proposed a Trajectory Gated Recurrent Unit 
(TrajGRU) for short-term rainfall prediction and compared its 
performance with Convolutional Gated Recurrent Unit 
(ConvGRU), Dynamic Filter Network (DFN), 2D and 3D 
Convolutional Neural Networks (CNNs), and two optical 
flow-based models (ROVER and its nonlinear variant). Due 
to high imbalance in the proportions of rainfall events at 
different rain-rate, the authors also proposed Balanced Mean 
Square Error (B-MSE) and Balanced Mean Absolute Error (B-
MAE) for training and evaluation of the models. The 
experiments show that TrajGRU outperforms the compared 
models and training of the models using the balanced loss 
function performs better than training without balanced loss. 

[49] explored the prediction of rainfall using a radar echo 
dataset by incorporating convolution operations within the 
vanilla recurrent neural network. The proposed Conv-RNN 
model was compared against Conv-LSTM and Eulerian 
Persistence models. The authors states that Conv-RNN can be 
used for learning the features of the Doppler weather radar 
phenomenon and lesser parameters are used compared to other 
hybrid approaches. Convolutions in recurrence also encode 
the Spatio-temporal correlations. 

DeepRain- a ConvLSTM model was proposed by [50] to 
predict the amount of rainfall using radar observation. The 
prediction accuracy of the proposed method is found to be 
better than Linear Regression and FC-LSTM models. The 
result also showed that the two-stacked ConvLSTM 
performed more stable than the one-stacked ConvLSTM. 

To enable researchers to develop, test and deploy new 
models significantly faster [51] studied a distributed learning 
approach to train a precipitation nowcasting model. In this 
study, a data-parallel model was implemented in which a CNN 
model and the training batches were replicated across multiple 
compute nodes. The CNN model was Fully Convolutional 
without dense layers. The authors implemented the model 
using TensorFlow/Keras and Horovod framework and the 
model was trained using up to 128 GPUs. Using the proposed 
approach, the training time for a given nowcasting model 
architecture was reduced from 59 hours to just about 1 hour. 
The result also showed that the validation loss reduced 
smoothly up to 24 GPUs. A noisy behavior was detected in 
the validation loss after increasing the number of GPUs 
beyond 24 which could be due to a significant reduction in the 
training images available for each device. 

[52] proposed a Generative Adversarial ConvGRU (GA-
ConvGRU) model which is a composition of two adversarial 
learning systems, ConvGRU-based generator, and a 
convolutional neural-network-based discriminator. The 
authors utilized a sequence of five radar echo images and 
predict ten radar echo maps. Results of the experiments 
showed that GA-ConvGRU outperformed ConvGRU and 
optical flow methods.  

[53] compared the performance of U-Net CNN with the 
Optical flow model, persistence model, and NOAA's 
numerical one-hour High-Resolution Rapid Refresh (HRRR) 
for short-term precipitation prediction. The authors treated the 
forecasting problem as an image-to-image translation problem 
where n sequence of radar images was used as input to the 
model. The study showed that the proposed model 
outperformed the compared models. 

[54] proposed sequence-to-sequence model called dec-
seq2seq model. The dec-seq2seq model consists of dec-
TrajGRU, dec-ConvGRU, and dec-ConvLSTM. The dec-
seq2seq models were compared with TrajGRU, ConvGRU, 
and ConvLSTM and showed improvements over the 
compared models. Among the dec-seq2seq models, dec-
TrajGRU performed better than the other models. To resolve 
the blurry image issue due to the impact of the loss functions 
such as MAE or MSE, an image quality assessment metrics 
Structural Similarity (SSIM) and Multi-Scale Structural 
Similarity (MS-SSIM) were proposed by the authors.  The 
experimental result showed that the best loss function is 
combination of SSIM, MSE, and MAE and the dec-seq2seq 
models can tolerate high and increasing uncertainty. 

To improve the accuracy of Doppler radar detection of 
short-term rainfall prediction, Tiny-RainNet was proposed by 
[55]. Tiny-RainNet consists of a combination of Bi-directional 
Long Short-Term Memory (BiLSTM) and CNN to extract the 
temporal and spatial information. The authors compared the 
proposed model with ConvLSTM, LSTM, FC-LSTM, and 
AlexNet and it was found that Tiny-RainNet had a better 
performance than the compared models. 

[56] developed RainNet, a deep convolutional neural 
network for radar-based short-term precipitation forecasting. 
RainNet model consists of a stacked of CNN following a 
standard encoder-decoder structure with skip connection 
between its branches. Initially, RainNet predicted the 
precipitation for a lead time of 5 minutes and to predict a larger 
lead time up to 60 minutes. RainNet was applied recursively 
by using the previous output as the next input. The  
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TABLE II. SUMMARY OF PAPERS WHICH PREDICT RAINFALL USING RADAR IMAGE 

Author Methodology Comparison Framework Country Spatial  
Resolution 

Temporal  
Resolution 

Metrics 

[46] ConvLSTM FC-LSTM, ROVER  Theano - - - MSE, CSI, FAR,  
POD, CORR  

[47] ConvLSTM Attention CNTK USA 2 x 2 km - POD, FAR, CSI 

[50] ConvLSTM LR, FC-LSTM TensorFlow China 101 X 101 km 6 minutes RMSE  

[49] ConvRNN,  
Multi-layer 
ConvRNN 

ConvLSTM, 
Eulerian persistence  

 
USA 100 × 100 km 

 
Precision, Recall, 
F1 score 

[48] TrajGRU ConvGRU, 2D and 3D CNN, 
ROVER (nonlinear variant) 

- China - - B-MSE, B-MAE, 
CSI, HSS 

[53] U-Net CNN MRMS persistence, HRRR 
Optical flow method,  

Tensorflow USA 1 × 1km  2 minutes Precision, Recall 

[51] CNN 
 

Keras, Horovod USA 256 x 256 km 
 

MSE 

[52] GA-ConvGRU Optical flow method, 
ConvGRU 

- China 900 × 900 km 
 

POD, FAR, 
CSI, HSS 

[54] dec-ConvLSTM, 
dec-ConvGRU, 
dec-TrajGRU 

TrajGRU, ConvGRU, 
ConvLSTM 

TensorFlow  China 101 × 101 km  6 minutes CSI, FAR, POD,  
MSE, MAE, SSIM, 
MS-SSIM, PCC 

[55] CNN-BiLSTM ConvLSTM, LSTM, 
FC-LSTM, AlexNet 

- China 10×10 Km 6 minutes RMSE 

[56] RainNet (deepCNN) CNN Keras Germany  1 km × 1 km  5 minutes MAE, CSI, FSS 

[57] ConvLSTM COTREC,ConvLSTM (with 
cross entropy loss) 

PyTorch China 1 km x 1 km 6 minutes CSI  

[58] MAR- CNN dual-channel CNN attention, 
dual-channel CNN, 
single-channel CNN, 
GBDT, SVM 

Tensorflow China 41 × 41 km 6 minutes RMSE, EVS 

experimental result showed that RainNet significantly 
outperformed the benchmark models Rainymotion and 
persistence method at all lead times up to 60 minutes. 

ConvLSTM with a star-shaped bridge architecture was 
implemented by [57] for precipitation nowcasting and 
compared the performance of the model with Continuous 
Tracking Radar Echo by Correlation (COTREC) and the 
ConvLSTM with cross-entropy loss. The authors used Group 
Normalization to refine the convergence performance in 
optimization for ConvLSTM and they employed a special 
multisigmoid loss. Experimental results showed that the 
proposed model achieved state-of-the-art performance.  

[58] proposed Multihead Attention Residual 
Convolutional Neural Network (MAR-CNN) for short-term 
precipitation forecasting. The proposed method used two 
CNN architectures. The first CNN model extracts deep 
characteristics from radar images and the second CNN model 
acquired deep features from the non-image input. Multihead 
attention was also introduced by the authors to emphasize the 
key areas corresponding to precipitation and a residual 
connection to avoid global information loss which was caused 
by the attention layer. The authors compared the MAR-CNN 
model with dual-channel convolutional attention model, dual-
channel convolutional model, single-channel CNN model, 
Gradient Boosted Decision Tree (GBDT), and SVM. The 
proposed model was found to have a better prediction 
performance than the compared models. 

C. Rainfall prediction using Satellite image 
The distribution of rain gauges and radar systems is 

common but limited to their spatial coverage. In contrast, 

satellite observation provides coverage over a large area and 
at regular intervals [59]. There is multiple satellites launch for 
observation of meteorological phenomena. For decades, 
researchers have used the data provided by satellites for 
predicting rainfall and other meteorological phenomena. In 
this section, we present the literature that implements deep 
learning methods for rainfall prediction using satellite images. 
Table III summarizes the papers found in the literature. 

[60] applied a Stacked Denoising Auto-Encoder (SDAE) 
for bias correction on satellite precipitation product. The 
SDAE is used to improve the Precipitation Estimation from 
Remotely Sensed Imagery using an Artificial Neural Network 
Cloud Classification System (PERSIANN-CCS). The model 
was evaluated including the detection of Rain or No-Rain 
pixels and the detection of amount of rainfall for both warm 
and cold seasons. The study shows that the proposed model 
can detect false alarm pixels in the PERSIAN-CCS and it is 
also able to rectify the bias of the overall precipitation level in 
the warm and cold seasons. 

[61] forecasted short-term precipitation using Cloud-Top 
Brightness Temperature (CTBT). To forecast the next value 
of CTBT image, deep learning algorithm LSTM was proposed 
and the Precipitation Estimation using Remotely Sensed 
Information using Artificial Neural Networks (PERSIANN) 
algorithm was used for estimating precipitation from the 
forecasted CTBT image. The model was compared with RNN 
with PERSIANN, the Persistency method with PERSIANN,  
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TABLE III. SUMMARY OF PAPERS WHICH PREDICT RAINFALL USING SATELLITE IMAGE 

Author  Methods Comparison Country Spatial  
Resolution 

Temporal  
Resolution 

Lead time Metrics 

[60] SDAE PERSIANN-CCS,  
Stage IV  

USA 0.08° Hourly - POD, FAR, HSS, Bias 
MSE, Variance 

[61] LSTM-
PERSIANN 

RNN-PERSIANN, 
Persistency-
PERSIANN, 
Farneback optical flow-
PERSIANN,  
Rapid Refresh 

USA GOES-IR:        
       0.04°×0.04°, 
Q2 dataset:  
       0.01°×0.01°, 
CTBT data and Q2 
dataset: 0.25°×0.25° 

GOES-IR:  
   30 minutes 
Q2 dataset:  
   5 minutes 

6 hours CORR, RMSE, POD,  
FAR, CSI 

[63] PredNet 
network, 
ConvGRU 

TrajGRU Japan 0.01° 5 minutes 10 frames  
(50 minutes) 

CSI, HSS 

[62] ConvLSTM BMA, MSMES  Brazil 0.05° Daily 1 day MAE, RMSE 
[65] ConvLSTM LSTM - 0.1° 30 minutes 150 minutes RMSE, Accuracy  

Bias, ETS, FAR, HSS,  
ORSS, PFD, TS, RMSE, 
Success Ratio, CORR, 
Multiplicative Bias,  

[64] CNN-LSTM  CNN, LSTM, MLP China 0.05° Daily 1 Day RMSE, RB, MAE,  
CORR 

Farneback optical flow with PERSIANN algorithm, and 
Rapid Refresh (RAPv1.0). The proposed model shows 
superiority in short-term precipitation forecasting. 

[62] proposed rainfall prediction using an ensemble 
approach based on a deep neural network. A Convolutional 
LSTM was compared with Bayesian Model Averaging 

(BMA) and Master Super Model Ensemble System (MSMES) 
methods for predicting rainfall. The experimental results 
showed that the proposed model is 50% more precise than the 
compared models. 

[63] proposed precipitation nowcasting model based on 
PredNet network architecture and compared with TrajGRU 
method. ConvGRU was used as the unit of PredNet instead of 
the ConvLSTM unit. The experiment showed that the 
proposed model achieved state-of-the-art performance in the 
MovingMNIST++ dataset and an acceptable result in the real 
precipitation data. The model also consumes less GPU 
memory compared to the TrajGRU model. 

[64] proposed to merge the Tropical Rainfall Measuring 
Mission (TRMM) 3B42 V7 satellite image, rain gauge output, 
and thermal infrared images to enhanced the accuracy of 
quantitative precipitation estimation (QPE). The authors used 
a combination of CNN and LSTM models to extract the spatial 
characteristics and time dependence of the merged dataset and 
compared the accuracy with CNN, LSTM, and MLP models. 
The CNN-LSTM model considered the time and space 
dependence of precipitation, thus outperformed the compared 
models which considered either spatial information only or 
temporal information only. The authors also showed that 
under different precipitation intensities the CNN-LSTM 
model can correct and improved the TRMM data. 

A precipitation nowcasting model called Convcast was 
proposed by [65] to predict short-term precipitation. The 
authors used Convcast a stack of three ConvLSTM layers for 
learning the spatial and temporal features and a 3D 
convolutional layer to predict the precipitation. The eleventh 
sequence of precipitation was predicted from an input of ten 
consecutive precipitation sequences at an interval of 30 
minutes. The predicted precipitation sequence was further 

used to forecast precipitation up to 150 minutes. The proposed 
model was compared with LSTM and four optical flow-based 
methods- Sparse Single Delta (SparseSD), Sparse, Dense, and 
Dense Rotation (DenseROT). Based on the authors 
experiment, LSTM was not suitable for data with Spatio-
temporal information and Convcast outperformed the 
compared models. 

IV. RESULTS AND DISCUSSION 

A. Temporal distribution of studies 
In Fig. 1, we plot the temporal distribution of the 45 papers 

selected for the study. The plotted graph shows an increasing 
trend in the number of papers published in the area of rainfall 
prediction using deep learning. In 2019, the number of papers 
grew significantly, which is 51% of the total papers. This 
shows that there is an increasing interest in applying deep 
learning methods for rainfall prediction. The decreased in the 
number of papers from 2019 to 2020 is because we consider 
up to the month of June only. 

B. Deep learning methods used for rainfall prediction 
In Fig. 2, the frequency of deep learning methods used by 

the authors for rainfall prediction is given. From this figure, it 
can be seen that LSTM (10 papers) and ConvLSTM (9 papers) 
are the most frequently used methods. AE and SAE are 
usually used by the authors to discover the predictor variables 
when the input variables are large. When the input is a satellite 
image or a radar image, most of the authors used convolutional 
layers for learning the features of the input. The convolution 
operators enable to learn the spatial information in addition to  

 
Fig. 1. Frequency of publication during 2015-2020 
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Fig. 2. Frequency of deep learning methods in the surveyed papers 

the temporal information. We found that when compared with 
traditional machine learning models, deep learning models are 
more accurate for rainfall prediction and they can capture the 
temporal or spatial information of the input data. When the 
input data consists of temporal information, traditional 
machine learning models cannot retain the past information 
which is required for predicting future rainfall.  

C. Spatial distribution of studies 
In Fig. 3, we plotted the global distribution of the papers 

under study. It is based on the country in which the weather 
data are collected and rainfall is predicted. The Majority of the 
research was conducted in China (17 papers), followed by 
India (9 papers) and the USA (6 papers).  

D. Software used 
The type and frequency of software used for implementing 

the machine learning models are given in Error! Reference 
source not found.. More than half of the papers (57.8%) 
mention the software used, whereas 42.2% of the papers did 
not mention the software used for implementing the machine 
learning models. We found that MATLAB is the most 
frequently used software (7 papers), followed by Tensorflow 
(6 papers) and Keras (5 papers). It seems that due to the easy 
interface and support for machine learning provided by 
MATLAB, Tensorflow and Keras are the most used software 
by the authors. Theano, Python, PyTorch, Platform for 
Artificial Intelligence (PAI), MapReduce, Hovorod, 
Microsoft Cognitive Toolkit (CNTK), and Chainer were also 
used in the paper under study. 

E. Performance metrics 
In Table IV we show the frequency of different 

performance metrics used in the studied papers. In some 
papers, the authors did not mention the metrics used, these are 
not included in the figure. While some authors used a single 
metric, many authors used multiple metrics for comparing the 
performance of the models. We found that RMSE was the 
most commonly used metrics (20 papers), followed by MAE 
(13 papers), CSI (10 papers), and False Alarm Rate (FAR) (10 
papers). Other metrics include Correlation (CORR), Balanced 
Mean Absolute Error (B-MAE), Balanced Mean Squared 
Error (B-MSE), Coefficient of Variation (CV), Equitable 
threat score (ETS), Explained Variance Score (EVS), 
Fractions Skill Score (FSS), Heidke Skill Score (HSS), 
Multiplicative Bias (MB), Multi-Scale Structural 
Similarity (MS-SSIM), Normalized root mean squared error 
(NRMSE), Odds Ratio Skill Score (ORSS), Pearson  

 
Fig. 3. Global distribution of the papers understudy 

Correlation Coefficient (PCC), Probability of False Detection 
(PFD), Percentage Root mean square Difference (PRD),  
Stochastic Efficiency of Forecast (SEF), Nash–Sutcliffe 
Efficiency coefficient (NSE), Relative Bias (RB), Structural 
Similarity  (SSIM), Success ratio and Variance. 

V. FUTURE DIRECTIONS 
Despite all the research efforts and advancements in the 

literature, there is still a room for further improvements. In the 
following, we provide future directions in the area of rainfall 
predictions. 

i) In most of the papers, hyperparameters of the networks 
are searched using the trial and error method, and few papers 
used optimization algorithms to find the optimal 
hyperparameter. Research can be focused in this direction to 
implement a hybrid model of optimization algorithms and 
deep learning methods. 

ii) Datasets used in most of the papers are weather 
parameters from a meteorological station or radar image or 
satellite image. Research can be made to combine the data 
from the three sources to improve the prediction accuracy. 

iii) Due lack of paper that consider all the popular deep 
learning models with similar dataset and metrics, it is difficult 
to see which model has the best performance. Thus, efforts can 
be made in this direction to find the best model. 

TABLE I. FREQUENCY OF METRICS USED 

No. Metrics Papers   No. Metrics Papers 
1 RMSE 20 

 
18 RB 2 

2 MAE 13 
 

19 B-MAE 1 
3 CSI 10 

 
20 B-MSE 1 

4 FAR 10 
 

21 CV 1 
5 POD 9 

 
22 EVS 1 

6 CORR 8 
 

23 FSS 1 
7 MSE 7 

 
24 MB 1 

8 HSS 5 
 

25 MS-SSIM 1 
9 TS 5 

 
26 NRMSE 1 

10 F1-score 4 
 

27 ORSS 1 
11 NSE 4 

 
28 PCC 1 

12 Precision 4 
 

29 PFD 1 
13 Recall 4 

 
30 PRD 1 

14 Accuracy 3 
 

31 SEF 1 
15 Bias 3 

 
32 SSIM 1 

16 ETS 3 
 

33 Success Ratio 1 
17 R-Squared 2   34 Variance 1 
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VI. CONCLUSIONS 
Rainfall prediction is still a challenging task due to the 

complex and non-linear nature of the weather variables. But 
due to the high impact of rainfall in our daily lives, it is still a 
high research area. In this paper, we have surveyed 45 papers 
published by well-known publishers. We classify rainfall 
prediction based on the type of data used by the authors. 
Rainfall and other weather phenomenon are usually collected 
as the weather parameter value, radar image, and satellite 
image. We study the deep learning methods applied, types of 
input data used for the predictor, the type of metrics applied 
for testing the performance of the models, and the software 
used for implementing the models. We also study the temporal 
and spatial distribution of the study. In conclusion, we find 
that deep learning methods performed better and they are more 
preferable compared to traditional machine learning models or 
shallow neural network architecture for the task of rainfall 
prediction. 
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